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The consultative committee on AI, initiated by UN Secretary-General Mr.

Guterres, aims to address the potential risks and challenges, as well as

opportunities, associated with artificial intelligence (AI). The committee

seeks to foster a global, inclusive dialogue involving experts from

government, private sector, scientific community, civil society, and

academia. Its key objectives include building a worldwide scientific

consensus on the risks and challenges of AI, harnessing AI to achieve

sustainable development goals, and enhancing international cooperation in

AI governan ce. The committee aims to connect existing and emerging

initiatives on AI governance, with a commitment to publishing preliminary

recommendations by late 2023 and final recommendations by the summer

of 2024, ahead of the Future Summit. The overarching goal is to promote

responsible and inclusive development and use of AI for the benefit of

humanity. The comitee is a sub-comitee linked to the UNDG (United Nations

Development Group) and the ITU (International Telecommunications

Union), as well as the General Assembly.

Presentation of The Committee
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The question of AI has become a central topic of debate at the United

Nations, reflecting the profound impact of this technological revolution on

our modern world. The potential benefits of AI are immense, with the

capability to drive progress in various sectors such as healthcare, education,

and industry. However, this transformative power also raises critical

concerns about its potential dangers to democracy and society at large. The

widespread use of AI in surveillance, the potential displacement of jobs

leading to a significant employment crisis, and the ethical implications of

autonomous decision-making have sparked discussions about the need for

regulations and limitations on AI applications. As nations grapple with the

delicate balance between harnessing the positive aspects of AI innovation

and safeguarding against its potential pitfalls, the United Nations provides a

platform for global dialogue to shape policies that ensure the responsible

development and deployment of artificial intelligence.

In the midst of the geopolitical power play between the world's

superpowers, the impending challenges of job losses and escalating

inequality stand as formidable adversaries. As artificial intelligence, driven

by deep learning, permeates the global economy, the specter of massive job

displacement looms large—from accountants and assembly line workers to

warehouse operators and radiologists. While history has witnessed

technology-driven shifts in the economy, the accelerated pace of AI

threatens to outstrip previous transformations. The author Kai Fu Lee

predicts that within fifteen years, AI could technically replace 40 to 50

percent of jobs in the United States, ushering 
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in a disruption to job markets of unprecedented magnitude.

Simultaneously, a surge in wealth among new AI tycoons is anticipated,

exemplified by companies like Uber, poised to amass astronomical profits if

AI-powered solutions supplant human roles. The winner-take-all dynamics

of AI, driven by data and cash, further accentuate the concentration of

wealth within industry leaders, intensifying the divide between them and

their counterparts. The traditional barriers to consumer monopolies, rooted

in physical goods and geographical constraints, are eroding in the digital

age, paving the way for a future where a select few wield immense

economic power while unemployment rises.

Definitions
Deep Learning: Deep learning is like training a computer to think and

learn on its own. Imagine you have a brain made of computer code that

can understand and recognize things, like pictures of cats or dogs. Deep

learning is the part of artificial intelligence that helps the computer learn

from lots of examples, just like you learn to recognize cats by seeing

many pictures of them. It is like the computer's brain is made up of

layers, and each layer helps it understand more complex things. So,

deep learning is about teaching computers to learn and make decisions

by themselves, getting smarter as they see more and more examples.

CCAI Guidelines

5



CCAI Guidelines

Generative AI: Generative AI refers to a class of artificial intelligence

algorithms and models that have the ability to generate new content,

such as images, text, or even other types of data, based on patterns and

examples learned from existing data. Unlike traditional AI systems that

perform specific tasks or classifications, generative AI is designed to

create new, original content that resembles the patterns it has learned

during training. Notable examples are ChatGPT, DALL-E…

A Short History of AI 
Artificial Intelligence (AI) has a fascinating history that traces back to the

mid-20th century. The term "artificial intelligence" was coined in 1956,

marking the official birth of the field. Early AI focused on rule-based systems

and symbolic reasoning. However, progress was slow, and expectations

often outpaced reality. Fast forward to 1997, when IBM's Deep Blue

defeated world chess champion Garry Kasparov, showcasing AI's potential

in strategic thinking. The following decades saw incremental

advancements, but a breakthrough moment occurred in 2016 when

Google's AlphaGo defeated world champion Go player Lee Sedol in China.

This victory was significant because Go is an ancient and highly complex

game, and experts believed it would take many more years for AI to master

it. The AlphaGo victory in China marked a turning point, catching global

attention.

China, recognizing the strategic importance of AI, embarked on a massive

investment in the field. The government's commitment, coupled with the

rise of deep learning, fueled unprecedented progress. Deep learning, a

subset of machine learning, involves training neural networks on vast

amounts of data to enable machines to learn and make decisions

independently.
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The development of deep learning algorithms, such as convolutional neural

networks (CNNs) and recurrent neural networks (RNNs), revolutionized AI

capabilities. These algorithms excelled in image and speech recognition,

natural language processing, and more. In 2020, OpenAI released ChatGPT,

a language model based on the GPT-3 architecture, capable of generating

coherent and contextually relevant text.

What are the Topics Related to the Subject?

AI, One of The Principal Elements of The Global Competition for

Resources and Power
Artificial Intelligence (AI) has become a pivotal element in the global

competition for power, shaping the landscape of influence and innovation

among major players like the United States, the European Union, and Asian

nations, notably China. The strategic significance of AI is evident in its

applications across defense, economy, and technological dominance.

Governments and the private sector collaborate closely in advancing AI

capabilities, recognizing its potential to revolutionize industries and fortify

national security. In the race for AI supremacy, countries employ various

strategies to hinder the progress of their competitors. One notable effort is

the creation of alliances and agreements, such as the CHIPS Act (Creating

Helpful Incentives to Produce Semiconductors for America) between the

U.S., Taiwan, South Korea, and Japan. This collaborative initiative aims to

boost semiconductor manufacturing capabilities, a critical component of AI

infrastructure, thereby reducing dependence on other geopolitical players.

Moreover, control over essential resources plays a role in shaping AI

dominance. 
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China, a major player in the AI race, holds a significant share of the world's

rare earth elements, essential for manufacturing high-tech components

integral to AI development. This monopoly provides China with leverage, as

access to these resources is crucial for other nations striving for AI

leadership. Thus, the announcement from Chinese authorities on the 22nd

of December 2023 that all exports of rare earth processing technologies

would stop from the time being and further restrictive controls on rare

earth exports would be implemented, had a detonating effect on the sector.
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The Economic Benefits of AI
Artificial intelligence (AI) is anticipated to have a profound impact on the

global economy, likening it to a revolution of unprecedented scale,

surpassing even the Industrial Revolution in both magnitude and speed.

Predictions by consulting firm PwC suggest that AI could contribute a

staggering $15.7 trillion to the global economy by 2030, with the United

States and China expected to capture 70 percent of these gains. Unlike

previous economic revolutions, where certain tasks were deskilled and

redistributed, AI is poised to revolutionize both physical and intellectual

tasks, significantly enhancing productivity across sectors such as

transportation, manufacturing, and medicine. The transformative power of

AI lies in its ability to execute tasks optimized by data without requiring

social interaction.

The Massive Job Crisis to Come
While new jobs in areas like robot repair and AI data science may emerge, the

prevailing impact of AI is seen as one of job replacement rather than creation.

Even though the potential for displaced workers to transition into less

automatable industries isn’t to be taken lightly, it is important to highlight the

inherent disruption and time-consuming nature of such a shift.

Estimates on the scale of job losses induced by artificial intelligence (AI) vary

widely, fueling a contentious debate among economists and researchers.

Beginning with a seminal 2013 study by Oxford University's Carl Benedikt

Frey and Michael A. Osborne, which predicted that 47 percent of U.S. jobs

could be automated within the next decade or two, the field of research saw

contrasting views emerge. In 2016, the Organization for Economic

Cooperation and Development (OECD) challenged the occupation-based 

CCAI Guidelines

9



to approach of Frey and Osborne, advocating for a task-based method that

evaluated the automatability of specific job tasks rather than entire

occupations. This alternative model produced a starkly different estimate,

suggesting that only 9 percent of U.S. jobs were at high risk of automation.

Subsequent studies, such as one by PwC in 2017, estimated 38 percent of

U.S. jobs at high risk by the early 2030s. McKinsey Global Institute,

projected that around 50 percent of work tasks globally were automatable,

with China at 51.2 percent and the U.S. at 45.8 percent. Despite the

divergence in estimates, McKinsey's research suggested that only 14

percent of workers would need to change occupations by 2030 if rapid

automation adoption occurs. The considerable range in predictions,

spanning from 9 to 47 percent, underscores the complexity of the issue,

urging a critical examination of these studies and an exploration of their

potential implications and oversights.

However different the results of the studies are, remains a profound

challenge arising from the dual impact of automation, estimating that

within the next ten to twenty years, the U.S. could technically automate 40

to 50 percent of jobs. Beyond outright job replacements, the increasing

automation of tasks will erode the bargaining power of employees,

potentially leading to layoffs and a surge in unemployment. Despite the

alarming prospect of a 40 to 50 percent unemployment rate, it may be

emphasized that social factors, regulatory constraints, and inertia will slow

down the actual rate of job losses. New jobs emerging in tandem with

automation may offset some AI-induced unemployment, possibly halving

the net unemployment rate to 20 to 25 percent or even lower, between 10

and 20 percent. These estimates are aligned with a February 2018 study by 
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Bain and Company, which predicted that by 2030, employers would

require 20 to 25 percent fewer employees, amounting to 30 to 40

million displaced workers in the U.S. Bain acknowledged the potential

reabsorption of some workers into emerging professions like robot

repair technicians but expressed skepticism about the magnitude of

this reabsorption's impact. The study projected that automation's

broader consequences, encompassing both displacement and wage

suppression, would affect a staggering 80 percent of all workers,

presenting a long-term challenge. If unaddressed, this trend could

establish a disconcerting new normal—an era of full employment for

intelligent machines contrasted with enduring stagnation for the

average worker.
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The Multiplication of Deepfakes and Fake News 
The widespread availability of advanced artificial intelligence (AI) tools has

given rise to a concerning potential for the misuse of technology,

particularly in the creation of deepfakes and the propagation of fake news.

Deepfakes, which use AI algorithms to manipulate or fabricate realistic-

looking videos and audio recordings, pose a significant danger as they can

convincingly depict individuals saying or doing things they never did. One of

the first widely shared deepfake was one featuring B.Obama in 2018, giving

a speech he had never given. This technology has the potential to deceive

the public, erode trust, and manipulate opinions on a massive scale. When

coupled with the dissemination of fake news, which can be strategically

amplified through social media platforms, the consequences become even

more severe. The fusion of AI-generated content and misinformation can

lead to the spread of false narratives, tarnishing reputations, influencing

elections, and sowing discord within societies. The danger lies not only in

the technological sophistication of these tools but also in their capacity to

exploit vulnerabilities in the information ecosystem. Addressing the risks

associated with the misuse of AI in creating deepfakes and fake news is

crucial for safeguarding the integrity of public discourse, maintaining trust

in digital information, and upholding the democratic principles that

underpin informed decision-making.

A Possible Threat to Democracy and Democratic Processes
The widespread deployment of artificial intelligence (AI) technologies poses

a significant threat to democracy, manifesting in various ways such as

surveillance and manipulation of democratic processes. Surveillance

systems, often powered by AI, can erode individual privacy rights and

potentially be exploited by authoritarian regimes to monitor and control 
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citizens. Moreover, the weaponization of AI in the form of targeted

political messaging, as exemplified by incidents like the Cambridge

Analytica scandal, can subvert democratic processes. AI algorithms,

with their ability to analyze vast amounts of data, can be employed to

micro-target individuals with tailored propaganda, influencing public

opinion and potentially swaying elections. The manipulation of

information through deepfakes and the creation of synthetic media

further exacerbate concerns, as they can deceive the public and

undermine the trust essential for democratic discourse. To safeguard

democracy, it is imperative to address the ethical implications of AI,

establish robust regulations, and promote transparency in the

development and deployment of AI technologies within political

contexts.

The Danger of Perpetuating Discriminations 
The issue of racial, gender, and discriminatory bias in the development and

deployment of AI algorithms poses a profound challenge with far-reaching

implications across various sectors. One glaring example is the use of AI

algorithms in the justice sector, where concerns have arisen about biased

decision-making leading to unequal treatment. Studies have shown

instances where AI systems, particularly those used in predicting

recidivism or determining sentencing guidelines, exhibit racial bias,

resulting in harsher outcomes for individuals from marginalized

communities. Notably, in the United States, certain algorithms used in

criminal justice risk assessment have been found to give disproportionately

severe sentences to Black individuals compared to their white counterparts.

This bias is often attributed to historical imbalances
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in the training data, reflecting systemic disparities in the criminal justice

system. The consequences of such biases extend beyond the legal domain,

influencing hiring practices, loan approvals, and other critical areas.

Addressing these biases requires a comprehensive approach, including

diverse and representative data sets, transparent algorithms, and ongoing

scrutiny to ensure that AI technologies contribute to fairness and justice

rather than perpetuating societal inequalities.

The Environmental Impact of AI
The rapid proliferation of artificial intelligence (AI) technologies has brought

attention to their environmental impact, raising concerns about energy

consumption and resource utilization. Training sophisticated AI models,

particularly large neural networks, demands substantial computational

power, often provided by energy-intensive data centers. The continuous

operation of these facilities contributes significantly to carbon emissions,

exacerbating environmental challenges. As AI applications become more

prevalent across industries, the demand for computational resources is

expected to escalate, further straining energy infrastructure. Balancing the

advancement of AI with environmental sustainability necessitates the

development and implementation of energy-efficient algorithms, hardware

innovations, and eco-friendly practices within the tech industry. The pursuit

of green AI not only addresses environmental concerns but also aligns with

the broader imperative to create technologies that promote sustainability

and mitigate their ecological footprint.
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The Need for Data and The Danger It Represents
In exploring the intricate relationship between artificial intelligence (AI)

advancement and the utilization of personal data, as highlighted by author

and expert Kai-Fu Lee, it becomes evident that the growing symbiosis is

integral to the development of AI capabilities. Various industries,

including healthcare, finance, and e-commerce, heavily rely on the vast

pools of personal information to train more accurate algorithms and

models, enhancing the efficacy of AI applications. For example, AI-driven

diagnostics in healthcare draw upon extensive patient data to improve

accuracy and efficiency. However, this escalating dependence on personal

data for AI development raises crucial concerns about privacy protection.

Striking a delicate balance between providing the necessary data for AI

advancements and safeguarding individual privacy presents a substantial

challenge for entities involved in these developments. Nevertheless, the

potential benefits are immense, with AI poised to revolutionize diverse

sectors, from personalized medicine to predictive analytics. As AI continues

its evolution, ethical considerations and robust privacy frameworks

become imperative, ensuring responsible and equitable development in the

era of data-driven innovation. The insightful exploration of this intricate

interplay sheds light on both the tremendous potential and the ethical

considerations that underpin the future trajectory of AI.

The Disadvantage for Populated Countries 
The demographic advantage of large populations of young workers, once

considered a strength for many developing nations according to the theory of

“demographic dividend” (Esther Duflo), is now posing a potential challenge

as artificial intelligence progresses. Countries with substantial youth

populations may find themselves at a disadvantage if they are 
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unable to harness the benefits of AI for economic development. While the

youth population was once considered a valuable asset, the automation of

tasks traditionally performed by humans threatens to create mass

unemployment among young workers. This shift in demographics could

transform what was once a positive force into a liability and a potentially

destabilizing situation, impeding the growth of poor nations while AI

superpowers surge ahead. For instance, in a country like Nigeria, which has

a significant youthful demographic, the inability to effectively integrate

AI into economic processes could lead to stagnation. As AI becomes

increasingly pivotal in driving innovation, productivity, and economic

growth, addressing the challenges associated with demographic shifts and

ensuring inclusive access to AI-driven opportunities become imperative for

the sustained development of less affluent nations.

CCAI Guidelines

Attempts of Regulation, The European AI Act 
The European Parliament and Council negotiators have reached a

provisional agreement on the Artificial Intelligence Act, a comprehensive set

of rules governing trustworthy AI in Europe. The legislation aims to protect

fundamental rights, democracy, and the environment from high-risk AI

while fostering innovation. The Act includes bans on specific AI app-
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lications such as biometric categorization systems based on sensitive

characteristics, untethered facial recognition databases, workplace emotion

recognition, social scoring, and AI manipulation of human behavior.

Safeguards for law enforcement use of biometric identification systems are

outlined, with strict conditions for real-time use. High-risk AI systems will

now face mandatory fundamental rights impact assessments, and general

AI systems will have to adhere to transparency requirements. The

agreement also supports innovation by promoting regulatory sandboxes

and real-world testing. Non-compliance with the rules may result in fines,

and the agreed text awaits formal adoption by both Parliament and Council

to become EU law.

What Are The Principal Sectors Impacted By AI?

Healthcare
Artificial Intelligence (AI) introduces a dual impact on the healthcare sector,

offering both benefits and challenges. On the positive side, AI technologies

contribute significantly to improved patient care and outcomes. Diagnostic

tools powered by machine learning algorithms enhance the accuracy and

speed of medical imaging, facilitating early disease detection and

intervention. AI also enables personalized medicine, analyzing individual

patient data to tailor treatment plans for better efficacy. However, this

advancement raises concerns about job displacement within the healthcare

workforce. As AI systems automate certain tasks, there is a potential for the

replacement of a portion of healthcare personnel, leading to job losses.

Additionally, the extensive reliance on patient data for AI applications poses

significant privacy and security challenges. Ethical considerations

surrounding decision-making algorithms and the potential for bias in AI

models also need careful attention. Striking a balance betwe- 
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en leveraging the benefits of AI for enhanced diagnostics and
treatment and addressing the ethical, privacy, and employment-
related challenges is crucial for fostering a positive impact on the
healthcare sector.

Financial Services
The financial sector experiences a dual impact from Artificial Intelligence

(AI), with both positive transformations and potential drawbacks. On the

positive side, AI applications play a crucial role in fortifying the security and

resilience of financial systems. Fraud detection algorithms, driven by

machine learning, swiftly identify irregular patterns, fortifying transaction

security. In algorithmic trading, AI models analyze market trends and

execute trades at unprecedented speeds, enhancing efficiency. Credit

scoring benefits from more accurate risk assessments through AI

algorithms, while customer service is enriched by chatbots and virtual

assistants, ensuring personalized interactions. However, challenges emerge,

particularly in High-Frequency Trading (HFT) powered by AI. HFT

algorithms, executing trades in fractions of a second, raise concerns about

market stability, contributing to sudden crashes and increased volatility.

Moreover, the automation of tasks, such as customer service, may lead to

job displacement. Navigating this evolving landscape requires a delicate

balance between harnessing AI's efficiency gains in financial operations and

addressing potential job losses, ethical concerns, and the risks associated

with HFT.

Manufacturing Sector 
Artificial Intelligence (AI) presents a dual impact on the manufacturing

sector, bringing both advantages and challenges. On the positive side, AI 
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enhances operational efficiency through predictive maintenance,

ensuring timely identification and mitigation of potential equipment

failures. Quality control processes benefit from AI algorithms, ensuring

higher precision and consistency in production outputs. The optimization of

supply chains through AI-driven analytics streamlines logistics and inventory

management, contributing to overall operational efficiency. Furthermore,

the integration of robotics and automation powered by AI leads to

increased productivity and precision in manufacturing operations. However,

the widespread adoption of AI in manufacturing raises concerns about job

displacement, as automation may reduce the need for certain manual

tasks, requiring careful consideration of the social and economic

implications of AI implementation in the sector. Striking a balance between

the efficiency gains brought by AI and addressing potential challenges such

as workforce displacement remains a critical aspect of navigating the

evolving landscape of AI in manufacturing.

The Energy Sector 
Artificial Intelligence (AI) introduces a dual impact on the energy sector,

ushering in both positive advancements and potential challenges. One

significant positive influence is seen in the development of smart grids. AI

enables the creation of intelligent and adaptive electrical grids that enhance

efficiency and reliability. Through advanced analytics and machine learning

algorithms, smart grids optimize energy distribution, predict and prevent

outages, and integrate renewable energy sources seamlessly. This

contributes to a more sustainable and resilient energy 
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infrastructure. On the flip side, the increasing reliance on AI in the

energy sector raises concerns about cybersecurity threats. The

interconnected nature of smart grids makes them susceptible to

potential cyber-attacks, emphasizing the need for robust cybersecurity

measures. Striking a balance between leveraging the benefits of AI in

optimizing energy systems and addressing security risks becomes

crucial for the responsible and effective integration of AI in the energy

sector.

The Military Sector 
Artificial Intelligence (AI) exerts a dual impact on the military sector,

introducing both positive advancements and potential challenges. On the

positive side, AI technologies enhance military capabilities through the

development of autonomous systems, unmanned vehicles, and

intelligent surveillance. AI-driven applications contribute to faster decision-

making processes, improved situational awareness, and enhanced precision

in military operations, reducing risks to human lives. However, the

integration of AI in the military also raises ethical and security concerns.

The deployment of autonomous weapons and decision-making systems

brings forth questions about accountability, transparency, and the potential

for unintended consequences. There are also concerns about the escalation

of arms races driven by AI technologies and the risk of misuse in conflicts.

Striking a balance between harnessing the advantages of AI for military

innovation and addressing the ethical and security implications remains a

complex challenge that requires careful consideration and international

cooperation.
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Education 

AI's impact on education brings forth a mix of positive and negative

effects. On the positive side, AI is revolutionizing education by

introducing personalized learning experiences, intelligent tutoring

systems, and educational chatbots. Adaptive learning platforms,

powered by AI algorithms, have the capability to tailor educational

content to individual student needs, promoting a more personalized

and effective learning environment. However, challenges arise in terms

of potential job displacement for educators as AI takes on certain

instructional roles. The need for a balance between the benefits of AI-

driven education and the preservation of human-centric teaching

methods is crucial.

Legal Sector 
The application of AI in legal services has both positive and negative

implications. On the positive side, AI plays a crucial role in legal services by

streamlining document review, contract analysis, and legal research.

Machine learning algorithms enhance the efficiency of legal processes by

swiftly processing vast volumes of legal data, enabling quicker and more

accurate decision-making. However, concerns arise, particularly in the use

of AI in court verdicts, where biases in algorithms may impact outcomes.

The potential for AI to perpetuate or exacerbate existing biases in the legal

system raises ethical and fairness considerations. Striking a balance

between leveraging AI for efficiency gains in legal services and ensuring a

fair and unbiased legal system remains a critical challenge for the

integration of AI in the legal domain. 
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Cyber Security

AI has a dual impact on the cybersecurity sector, presenting both

advantages and challenges. On the positive side, AI is a crucial ally in

fortifying cybersecurity defenses. Its ability to detect and prevent

cyber threats is invaluable, with machine learning algorithms at the

forefront. These algorithms excel in analyzing patterns and anomalies

within network traffic, providing a proactive approach to identifying

potential security breaches. By continuously learning and adapting to

emerging threats, AI enhances the speed and accuracy of threat

detection, enabling cybersecurity professionals to stay ahead of

malicious actors. However, the reliance on AI in cybersecurity also

raises concerns. As attackers may exploit vulnerabilities in AI systems,

the very technology designed to protect against cyber threats becomes

a potential target. Additionally, the ethical implications of using AI for

surveillance and monitoring in the name of cybersecurity necessitate

careful consideration to strike a balance between safeguarding digital

assets and respecting privacy rights.
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Key Questions 
To guide you in the framework of your position paper, you can use the

following questions to guide your research.

Is my country a developed or a developing country? So, is my country

concerned by the main issues on its own territory?

If my country is a developing one, in which sectors could AI be

beneficial of problematic? 

If my country is a developed one, what are the links between my

country and the developing countries?)

What are the initiatives my country has launched to promote or

regulate AI abroad or on its own territory? 
What are the main difficulties met by these initiatives?
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Nowadays, more than 300 million of Terabytes of data are created every

day, for a total amount of 180 zettabytes (180 billions of Terabytes) per year,

and the overall amount is rapidly increasing: in comparison, in 2010, only 2

zettabytes were created. Most of this amount of raw data is produced

through personal use and stored in data centers. These data are the record

of all human activity online and convey a large range of information on the

person it’s coming from, be it their location, consumption habit, health

state, and even political opinion. In an era dominated by digital connectivity

and technological advancements, the proliferation of personal data has

become both ubiquitous and indispensable. As individuals increasingly

engage with online platforms, conduct financial transactions, and use smart

devices, the protection and regulation of personal data have emerged as

growing concerns. The intersection of privacy, cybersecurity, and data

governance poses complex challenges that necessitate careful examination

and robust solutions. This exploration into how to better regulate and

protect personal data dives into the evolving landscape of data protection,

aiming to strike a balance between the benefits of technological innovation

and the imperative to safeguard the privacy and security of individuals in

our interconnected world. As we navigate this digital frontier, it becomes

imperative to reassess and strengthen regulatory frameworks, foster

international cooperation, and empower individuals with greater control

over their personal information.

Topic 2 : How to Better Regulate and Protect
Personal Data?
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What are the topics related to the protection of
personal data?
Securing Data from Malevolent Groups
In recent years, the relentless rise of malevolent hacker groups has resulted

in an alarming surge in the theft of personal data, underscoring the growing

threat landscape in cyberspace. Statistics reveal a staggering increase in the

occurrence of such incidents globally. In 2021 alone, the reported number

of ransomware attacks skyrocketed by 151%, with cybercriminals

demanding over $31 billion in ransoms, a 311% surge from the previous

year. The extent of personal data stolen reached unprecedented levels,

with over 5.7 billion records compromised in various data breaches.

Notably, these incidents have become more frequent, with a 29% year-

over-year increase in the number of reported breaches. These figures

underscore the urgent need for robust cybersecurity measures,

international collaboration, and stringent regulatory frameworks to counter

the escalating threat posed by malevolent hacker groups and protect the

privacy and security of individuals' personal data on a global scale.

Collection by States of Their Citizen’s Personal Data
The gathering and storage of citizens' personal data by states for the purpose

of population monitoring and, in some cases, the establishment of social

credit systems, represents a complex intersection between public safety

and privacy concerns. Notably, China has been at the forefront of utilizing

extensive surveillance technologies, such as facial recognition and social

media monitoring, to bolster its social credit system. Platforms like WeChat

play a pivotal role in data collection, tracking citizens' activities and

interactions. This approach, while ostensibly aimed at maintaining public
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order and security, underscores the delicate balance between safeguarding

citizens and potential privacy breaches. Other countries, including some in

the West, have also expanded their surveillance capabilities in the name of

counterterrorism and internal security. The challenge lies in navigating the

fine line between protecting citizens from potential threats and preserving

individual privacy rights. 

The GDPR, An Attempt by The EU to Protect Its Citizen’s Privacy
The General Data Protection Regulation (GDPR), implemented in May 2018,

stands as a landmark legislation designed to pro

tect the privacy and personal data of European Union (EU) citizens. One of

its primary measures is the establishment of stringent rules regarding

consent, ensuring that individuals have clear and explicit control over the

use of their data. The GDPR grants individuals the right to access their

personal data, request its deletion, and be informed about its processing.

Moreover, it imposes obligations on organizations to implement robust data

protection measures, including data encryption and breach notification

requirements. While the GDPR has significantly enhanced data protection,

challenges persist, with some viewing its application as overly complex,

especially for small businesses. Additionally, its effectiveness relies on the

cooperation and enforcement capabilities of individual EU member states.

Notable examples of GDPR application include the substantial fines

imposed on tech giants like Google and Facebook ($1,3 billions in 2023) for

violations, underscoring the regulation's commitment to holding

organizations accountable for mishandling personal data. 

CCAI Guidelines

26



The Increasing Need for Data While Developing AI
The author and expert Kai-Fu Lee's insightful exploration in his books sheds

light on the growing symbiosis between artificial intelligence (AI)

development and the utilization of personal data. The surge in AI

capabilities relies heavily on the vast pools of personal information amassed

from various sources. Industries such as healthcare, finance, and e-

commerce leverage this data to train more accurate algorithms and

models, thereby enhancing AI applications. For instance, in healthcare, AI-

driven diagnostics draw on extensive patient data to improve accuracy and

efficiency. The increasing need for personal data to fuel AI development

raises critical questions about privacy protection. Striking a delicate

balance between providing the necessary data for AI advancements and

safeguarding individual privacy poses a substantial challenge for entities.

However, the potential benefits are immense, with AI poised to

revolutionize diverse sectors, from personalized medicine to predictive

analytics. As AI continues to evolve, ethical considerations and robust

privacy frameworks become imperative to ensure responsible and equitable

development in the era of data-driven innovation.
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The Intercontinental Underwater Cables 
The intricate web of underwater intercontinental cables serves as the

backbone of the global internet infrastructure, carrying an overwhelming

majority of international data traffic. As of 2022, over 400 submarine

cables span the world's oceans, collectively stretching for millions of

kilometers. However, this critical network faces inherent vulnerabilities,

raising concerns about potential dangers. The cables are susceptible to both

intentional attacks and accidental damage, with incidents such as ship

anchors severing cables having occurred. Moreover, the concentrated 

ownership of these cables by a limited number of companies (Google

currently owns 6 of them and plans to have eight more) and countries

introduces the risk of potential misuse of the vast amounts of personal data

flowing through them. The potential for nation-states to deploy submarines

or other means to compromise these cables poses a grave threat to data

security and privacy: for examples Russian ships have been suspected to be

connected to cables to steal data directly from it.
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The Data Centers 
oThe exponential growth in digital activities has propelled the proliferation

of data centers worldwide, representing the backbone of our modern digital

infrastructure. As of 2022, there are approximately 8 million data centers

globally, concentrated heavily in certain regions, with North America,

Europe, and Asia housing the majority. This geographical concentration

raises concerns about data sovereignty, as countries with fewer data

centers may find their citizens' personal data traversing international

borders, potentially compromising data protection and privacy. Moreover,

these data centers face formidable challenges in safeguarding the ever-

expanding volumes of personal information, intensifying the urgency to

fortify cybersecurity measures. A pressing concern is the environmental

impact, with data centers accounting for about 1-1.5% of global energy

consumption. Addressing this, the industry is increasingly pivoting towards

eco-friendly initiatives, investing in renewable energy sources and energy-

efficient technologies. Striking a delicate balance between ensuring data

security, promoting environmental sustainability, and respecting data

sovereignty remains a complex challenge for the evolving landscape of data

centers.
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The Different Legislations Over Personal Data
The global landscape of personal data protection is characterized by

significant variations in legislation, with distinct approaches adopted by

different countries and regions. In the European Union, the General Data

Protection Regulation (GDPR) stands out as a robust framework

emphasizing individual rights, stringent consent requirements, and hefty

fines for non-compliance. In contrast, Asian countries, particularly China,

have embraced a more state-centric model, exemplified by China's

Cybersecurity Law and Personal Information Protection Law, which grant

the government significant control over data flows and impose strict

localization requirements. The United States follows a sectoral approach

with laws like the Health Insurance Portability and Accountability Act (HIPAA)

and the California Consumer Privacy Act (CCPA). These laws provide sector-

specific regulations and privacy rights, though the absence of a

comprehensive federal law results in a more fragmented landscape. In

Africa, countries like Nigeria and South Africa are increasingly recognizing

the importance of data protection, with Nigeria enacting the Nigeria Data

Protection Regulation and South Africa implementing the Protection of

Personal Information Act (POPIA). The differences in these legislative

frameworks reflect diverse cultural, political, and economic considerations,

underscoring the complex task of harmonizing global standards for

responsible personal data management.
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What Are The Main Sectors Affected?

Technology and Social Media Companies
Technology and social media companies play a pivotal role in collecting and

utilizing vast amounts of personal data for various purposes, such as

targeted advertising and user profiling. However, the extensive collection

and storage of personal information also raise concerns about potential

misuse. According to recent reports, there has been a significant increase in

the number of data breaches annually, with millions of individuals falling

victim to unauthorized access and privacy invasions. In 2022 alone, there

were over 5,000 reported data breaches globally, exposing billions of

personal records. Instances of data mishandling, including unauthorized

sharing and selling of user data, have led to heightened scrutiny and calls

for more robust data protection measures. Striking a balance between

leveraging personal data for business purposes and ensuring the privacy

and security of users remains a critical challenge for these companies as

they navigate the ethical implications of their data practices.

Financial and Insurance Sector
The financial and insurance sectors extensively leverage personal data for activities

like credit scoring, risk assessment, and premium calculation. While these

practices can enhance efficiency and accuracy, there are concerns about

potential misuse. Recent statistics indicate a rise in data breaches within the

financial industry, with millions of sensitive records compromised annually. In 2022

alone, the financial sector experienced over 1,800 data breaches, exposing a

staggering number of individuals to potential privacy risks. One significant concern

is the possibility of using personal data to determine interest rates or insurance

premiums. This has raised ethical questions regarding fairness and

discrimination. The fear is 
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that individuals with less favorable personal data profiles may face higher

interest rates or insurance premiums, potentially perpetuating financial

disparities. Striking a balance between leveraging personal data for risk

assessment and ensuring equitable financial practices remains a challenge

for the financial and insurance sectors, prompting ongoing discussions

about the need for transparent and ethical data use in these industries.

The Healthcare Sector 
The healthcare sector harnesses personal data for critical purposes such as

electronic health records and medical research, but the extensive collection

of sensitive information has raised concerns about potential misuse. Data

breaches within the healthcare industry have been a persistent issue, with

millions of patient records compromised annually. In 2022 alone, there

were over 700 reported healthcare-related data breaches alone in the US,

exposing not only personal details but also sensitive medical information.

The consequences of such breaches extend beyond privacy concerns, as

they may lead to identity theft and fraudulent activities. The healthcare

sector is also grappling with ethical questions surrounding the use of

patient data for commercial purposes, such as pharmaceutical research and

targeted medical advertising. Balancing the need for data-driven

advancements in healthcare with robust safeguards to prevent misuse

remains a critical challenge for the industry, prompting ongoing discussions

on the importance of implementing stringent data protection measures to

uphold patient privacy and trust.
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Governments
Governments play a central role in collecting and utilizing personal data for

various purposes, including public service optimization and law

enforcement. However, concerns about potential misuse and privacy

violations have gained prominence. According to official sources,

government-related data breaches have seen a notable increase. In 2022,

there were over 200 reported government-related data breaches globally,

exposing sensitive information about citizens. Instances of unauthorized

surveillance, data leaks, and the misuse of government databases

(E.Snowden revelations in 2013, Cambridge Analytica Scandal in 2018…)

have raised significant privacy concerns. Governments are also grappling

with the ethical implications of mass data collection, with debates on

striking a balance between national security imperatives and individual

privacy rights. The challenge lies in establishing robust frameworks that

ensure responsible and transparent use of personal data by governments,

fostering public trust while addressing the legitimate needs of governance

and security. 

Hospitality and Travelling Sectors
n the Hospitality and Travel sector, the use of personal data is integral to

enhancing customer experiences and implementing loyalty programs.

Companies within this industry leverage customer information to

personalize services, offer targeted promotions, and streamline the overall

travel experience. However, concerns arise regarding the misuse of

personal data. According to industry reports, there has been a notable

increase in data breaches affecting hospitality and travel companies. In

2022, this sector experienced over 700 reported data breaches globally,

compromising the personal information of millions of customers. Misuses 
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include instances of unauthorized access to customer databases, leading to

the exposure of sensitive details such as payment information and travel

itineraries. Additionally, there are concerns about potential surveillance

practices within hospitality establishments, raising questions about the

extent to which personal privacy is respected. 

Key Questions 
 Is my country a developed or a developing country? So, is my country

concerned by the main issues on its own territory?

What are the infrastructures needed by my country to secure its citizens’

data? Do we need to be funded by international programs or allies?

Are we regularly targeted by hackers, be they etatical or private?

 If my country is a developing one, what are the most problematical

sectors?

 If my country is a developed one, what are the links between my

country and the developing countries? (management of their data by

companies from your country…)

 What are the initiatives my country has launched to secure personal

data abroad or on its own territory?

 What are the main difficulties met by these initiatives?

CCAI Guidelines

34



Bibliography
On the UNO Big Data Framework :

https://unsdg.un.org/sites/default/files/UNDG_BigData_final_web.pdf

On the UN Principles on Personal Data Protection and Privacy :

https://unsceb.org/privacy-principles

The GPRD : https://gdpr-info.eu/

To find Statistics : https://www.statista.com/

To learn more about AI : books by Kai-Fu Lee, “AI Superpowers: China,

Silicon Valley, and the New World Order”, and “AI 2042, Ten Visions for

our Future”.

CCAI Guidelines

33

https://unsdg.un.org/sites/default/files/UNDG_BigData_final_web.pdf
https://unsceb.org/privacy-principles
https://gdpr-info.eu/
https://www.statista.com/


ccai.munl2024@edhecnationsunies.com

EDHEC Nations Unies 
24 Avenue Gustave-Delory
CS 50411 
59057 Roubaix Cedex 1
France 

©Amina Boussoffara, Janvier 2024, document non contractuel 

www.edhecnationsunies.com

EDHEC Nations Unies
edhec_enu

EDHEC Nations Unies

https://www.facebook.com/EDHEC.ENU

